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Abstract:

Quantitative technologies have, in recent years, taken on enormous importance for molecular
biology. Some of the most fundamental problems facing biologists today, such as sequencing the
Human Genome, rely extensively on the use of bioinformatics and computational techniques. Large
gaps remain to be filled, however. Little attempt has been made to address some important
optimization problems arising in a biologically-motivated setting, often because these problems
have been thought to be computationally hard.

Surprisingly, many of them are not. Particularly for problems relying on a geometric formula-
tion, the theoretical machinery often exists for finding algorithms that solve them in polynomial
time. Our goal is, based on these theoretical insights, to develop such algorithms so that they can
readily be implemented.

In the case of the Human Genome Project, we have already found that simple models of DNA
sequencing procedures lead to polynomial-time algorithms that can improve sequencing efficiency
substantially. We intend to extend these algorithms to be able to accommodate additional experi-
mental desiderata. This will enable full-scale automation of DNA sequencing and the elimination
of a labor-intensive bottleneck that currently retards the process. Another optimization problem
we intend to address in this context is that of pooling, or group testing. Pooling is the technique
of choice for identifying a few “positive” clones from a large collection consisting mainly of “neg-
atives”. While designing efficient yet accurate pools appears at first sight to be computationally
hard, experience with sequencing algorithms suggests to us that useful variants on the problem
may in fact be solvable in polynomial time. We intend to develop algorithms for constructing im-
plementable pooling designs that will robustly yield the desired identifications, using a minimum
number of pools.
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Scientific and Technical Impact

Biological problems are now at the scale where sophisticated computer algorithms are essential.
This fact, and its realization by the biological community, has been among the principal factors re-
sponsible for the extremely rapid growth in biotechnologies recently. In algorithmic theory, however,
supply has not kept up with demand. The theoretical foundations of combinatorial optimization,
developed by computer scientists over decades, have been slow to migrate over to this new arena.
The algorithmic work we propose is intended to fill some fairly major gaps, providing approaches to
be implemented at the forefront of biological research. In addition to establishing the credentials of
optimization theory in applications to the life sciences, it will impact some of the most high-profile
laboratory programs, most notably the Human Genome Project and follow-on projects such as that
in Functional Genomics.

Los Alamos, as part of the DOE’s Joint Genome Institute, is in a prime position to derive
benefit from improved algorithms in bioinformatics. Our research will contribute significantly
to this end. For example, our work on optimized DNA sequencing algorithms could, based on
preliminary results, lead to an efficiency gain of 25% over current methods. The need for novel
DNA sequencing technologies has been articulated repeatedly, at all levels of the project: achieving
the current goal of sequencing the entire Human Genome by 2003 will, according to the latest DOE
estimates, “require a two- to threefold improvement” over current technologies [1]. The development
of pooling design algorithms for DNA clones is equally vital, as this will result in more efficient
screening experiments. Our Genome Center at LANL has developed and implemented the most
advanced pooling techniques in the world. Further efficiency gains, however, could save millions
of dollars and free up valuable resources. Well constructed sets of pools can be implemented for a
given clone library, and used over and over again in future experiments. The impact of improved
efficiency in these areas translates into a national and worldwide imperative, as the scientific and
medical importance of understanding the Human Genome is monumental. Even in its early stages,
the Human Genome Project was recognized by Larry Deaven and Robert Moyzis, writing in Los
Alamos Science, as “one of the most exciting and challenging research programs in the history of
science” [2].

Background

Over the past fifteen years, combinatorial optimization problems have become increasingly inter-
esting to scientists in other fields. The Traveling Salesman Problem, for instance, has been studied
extensively by statistical physicists, who observed that the algorithmic theory developed for that
problem could be of great use in related physical systems (spin glasses are a noted example [3]).
And conversely, notions arising from theoretical physics have contributed to better algorithms and
a deeper and more accurate understanding of the solutions to combinatorial optimization problems.
(Good examples of this are simulated annealing [4] and finite-size scaling [5].)

The links between optimization algorithms and molecular biology, however, have not on whole
received the same degree of attention. And yet, the need is no less pressing. Modern biological
research often involves processing a staggering amount of data. The Human Genome Project is
perhaps the most dramatic example of this: the total genetic code contained in human DNA
involves 24 chromosomes, each made up of approximately 108 nucleotides. The identity of each
of these nucleotides must be determined. And then, when the sequence is known, in order for it
to be biologically useful it must be organized into extensively tested DNA libraries representing
individual genes. Clearly, if this project is to be completed in an acceptable amount of time and if
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human/material resources are to be used wisely, every effort must be made to optimize the process
and to reduce inefficiency to an absolute minimum. Let us now outline two areas that we believe
lie at the intersection of good science and efficiency.

The sequencing problem. Sequencing a strand of DNA simply means determining the order in
which the nucleotides, or bases, occur on the strand. DNA sequencing experiments [6] are typically
performed on clones, copies of the chromosomal DNA that are of the order of 105 bases in length.
These experiments consist of two phases: shotgun sequencing and walking . Shotgun sequencing
may be thought of as a stochastic process, where many short subintervals at random locations on
a DNA strand are sequenced. A fixed cost is associated with each shotgun-sequenced subinterval.
Walking is a deterministic finishing process, where regions insufficiently covered in the shotgun
process may be sequenced. Unlike shotgun sequencing, the locations for walking are under good
experimental control, but the procedure is also much more labor-intensive and time-consuming. A
higher cost is associated with each subinterval sequenced in this way. Note that both procedures
sequence discrete subintervals, which may all be taken to have equal (unit) length.

Current standards in the Human Genome Project [7] require in practice that every position on
the DNA strand be sequenced at least 3 times, to insure minimum reliability of results. Any moder-
ate amount of shotgun sequencing will tend to leave some regions of the DNA strand insufficiently
sequenced according to this criterion; once the locations of these regions have been established,
they must be finished by walking.1 The following figure depicts a possible “coverage profile” on
part of the clone, showing the initial shotgun layout as well as a (unit-length) walking location:

This presents the experimenter with two optimization problems. The first is deciding the
right balance of how much (inexpensive, but uncontrolled) shotgun sequencing to perform, versus
how much (expensive and labor-intensive, but controlled) walking to perform, in order to achieve
finished sequence according to the required criterion. The second is, given a certain amount of
shotgun sequencing, how precisely to perform the walks. Since shotgun positions are random, the
insufficiently sequenced regions are generally of non-unit length, as seen in the figure above. Walking
experiments, however, sequence one unit length at a time. It is therefore a non-trivial problem to
decide where to place the walks, in order to minimize the expense of meeting the criterion.

1The current algorithms assume that the positions of sequenced intervals are known, which is not always the case,
a point that will be redressed in the current project.
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Solving these optimization problems are important, as they are responsible for a major labor
bottleneck in the Human Genome Project. To our knowledge, they have barely been addressed in
the literature. One possible reason for this is that, at first sight, it appears that they might be NP-
hard , i.e., no algorithm exists that can solve the problem to optimality in polynomial time. To our
own surprise, our preliminary research has convinced us that this is false [9]. The problem of placing
the walks can be solved by a linear-time greedy algorithm, and even a generalized version, involving
economy of multiple walks, can be solved in polynomial time by a dynamic programming approach
(with good linear-time approximations). We have reason to believe that when further experimental
realities are incorporated, such as the double-stranded nature of DNA and a probability distribution
for sequenced interval lengths, the problem will remain computationally tractable. This is of course
a vital concern when the DNA clones being modeled contain, typically, 105 bases.

As this research is new, no directly relevant publications by others can be cited here. However,
two helpful sources of related information are Ref. [1] and Ref. [10].

Pooling designs. Once a large amount of sequenced genome data has been made available to the
scientific community, the ultimate goal will be to guide the research process in a more functional
direction, trying to gain a synthetic view of gene function. This requires high-quality gene libraries,
which in turn requires extensive testing and screening of the DNA clones used in the libraries.
Pooling of clones and, potentially, of proteins is essential for these objectives. In addition to
locating clones containing a particular DNA sequence, appropriate pools could identify the subtle
peculiarities of gene collections predisposing to common maladies, such as hypertension or various
types of tumors.

Thus, pools of (say) cloned DNA are screened rather than the clones individually. Although
considerable overlap between pools is necessary in order to identify accurately the clones that test
positive in any given screening experiment, judicious construction of the pools can still result in
large efficiency gains. For example, in the Life Sciences division at LANL in FY98, 376 pools were
constructed using a total of 220,000 clones, each pool containing approximately 5,000 clones in all.
This was done in such a way that almost no information was lost in the process. An experimental
task was therefore reduced from screening 220,000 clones individually to screening just 376 separate
pools.

Given the ensemble of pool screening results, we use a “decoding” procedure for finding the
probability that each clone is actually positive. The certainty with which clones can be identified as
positive, together with the number and size of the pools used, is a measure of the pooling design’s
quality. This is what must be maximized. Efficient pooling is important, because once a pooling
design of DNA clones is implemented it can of course be used in an unlimited number of future
experiments. All of these experiments will benefit from the gain in efficiency. Thus, well-designed
pools are an invaluable resource for clone libraries. Designing optimally efficient pooling strategies
is, however, a challenging problem in combinatorial design theory. Existing work on this has been
limited to pools of small size; for pools containing thousands of clones, the problem is not obviously
tractable. In fact, efficient implementable designs exist only at LANL.

The optimal combinatorial design to use in the absence of experimental constraints is likely to
be what is known as a t-design [11]. We have, so far, used heuristics to find good approximations
to t-designs under realistic constraints for constructing the pools. We believe, however, that there
is a good chance of developing algorithms to improve upon this. Moreover, we have no firm reason
for expecting all versions of the constrained optimization problem to be NP-hard; we would not be
surprised if near-optimal solutions (with performance guarantees) or even optimal solutions could
be found in polynomial time.

Ref. [11] is representative of the state-of-the-art in the field of combinatorial designs for group
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testing.

Considerable interest has been shown by the Life Sciences division in both of the two areas
mentioned above. Los Alamos intends to perform large-scale DNA sequencing (5 million bases per
year) in support of Joint Genome Institute objectives. Thus, algorithms that lend themselves to
automation of high-throughput sequencing are essential. These would readily be implemented in
the laboratory at LANL. Furthermore, some of our heuristically optimized pooling designs have
already been implemented experimentally, within the context of Joint Genome Institute programs.
Norman Doggett (LS-3) has indicated his strong interest in having LS division collaborate further,
on the experimental end, on all of the projects discussed here.

Also, it should be noted that research performed under LDRD/DR grant #98806, Probabilistic
and Combinatorial Analysis of Biological Systems (PI: David Torney), was especially helpful in
leading us to develop our present proposal.

Research Objectives and Goals

The main goals of our research are as follows:

• Introduce new algorithmic approaches for combinatorial optimization in biologically-motivated
problems, such as those arising in the Human Genome Project. Show that useful models can
be formulated and that optimal solutions or good near-optimal solutions can be found in
polynomial time.

• Elaborate upon our preliminary models, in order to take full account of biological and exper-
imental realities, as well as multiple finishing criteria.

• Use our sequencing algorithms to enable automation of high-throughput sequencing at Joint
Genome Institute facilities, including here at LANL.

• Create polynomial-time algorithms that rapidly generate high-efficiency implementable DNA
clone pools, for use with future clone libraries.

R&D Approach

First of all, we plan on using the current formulation of our sequencing models as a basis for a
more sophisticated, realistic and useful approach. This means employing a dynamic programming
method that we have developed for optimizing the placement of walking intervals on the DNA
clones under generalized cost conditions. The method involves a decomposition of walking strate-
gies into subproblems that use shorter clone segments. Recursing from smaller subproblems to
larger ones, and bootstrapping on subproblem solutions that have already been found in the pro-
cedure, we obtain an optimal solution in O(n3) time, where n is the clone length measured in units
of walking intervals. We will expand upon this method to incorporate the full double-stranded ad-
dress problem, where error-reduction standards pose the additional requirement that both strands
be sequenced everywhere by either shotgun or walking intervals. Understanding the algorithmic
modifications imposed by these further constraints (which should be trivial) will allow us to design
realistic sequencing algorithms that could then be implemented at LANL. This will provide us with
valuable real-world data on realized efficiency gains; we intend to analyze simulated data as well,
to test our models.
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Second of all, we would like to enlarge these models to include scheduling aspects. This means
improving efficiency by using the fact that several sequencing machines could be running at once,
allowing, for instance, walks on different parts of the clone to be performed in parallel. (At Los
Alamos, we have access to a Mermaid primer synthesizer, which generates the primers for 96
walking experiments in one batch.) This introduces a new set of costs, more accurately reflecting
the reality of labor costs versus equipment costs. As Dr. Alejandro Schaeffer of the National Center
for Bioinformatics at the National Library of Medicine, NIH, has pointed out in discussions with
us, accurate models and optimization strategies involving this are lacking, and are urgently needed
for planning purposes when large-scale sequencing equipment is to be purchased.

Finally, we intend to develop an algorithmic framework for pooling strategies, in much the
same way as we have done for sequencing. Using this framework, we expect to be able to explore
the question of NP-hardness for optimal pooling design. Although we are presently inclined to
doubt that the problem is indeed NP-hard, we should ultimately be in a position to determine the
problem’s complexity — either by finding a polynomial-time algorithm, or by proving that this
is impossible. One immediate aim is ε-approximation algorithms, so that we can formulate (and
justify) the best practical means of constructing such pools. We expect to have ample opportunities
to implement these ideas on ongoing work of the LANL Center for Human Genome Studies.

We are fortunate to have, in our present team, researchers with strong credentials in all of these
areas. Madhav Marathe has made extensive contributions to the areas of computational complexity
theory, performing pioneering work on the notion of approximation algorithms for multi-criteria
optimization problems. Allon Percus has worked both in mathematical biology and, for some
years, on combinatorial optimization strategies motivated by statistical physics; in his research on
the stochastic traveling salesman problem, he produced asymptotic estimates for expected tour
lengths that are the most precise to date. David Torney has worked on innumerable aspects of
sequencing and pooling strategies, having published seminal papers on pooling designs with error
detection.

Expected Scientific and Technical Results

The results that we expect to obtain will include, among others:

• A polynomial-time algorithm for optimizing the placement of walks on the full double-stranded
sequencing problem. Although this complicates the geometric formulation, we believe that
it does not increase the computational complexity of the problem, and that a dynamic pro-
gramming method will still yield optimal solutions in O(n3) time (with good linear-time
approximations).

• A sequencing model that superimposes scheduling constraints, based on the degree of allowed
parallelism in the walking procedure. This will introduce parameters representing specific as-
pects of sequencing costs, taking into account issues such as staffing and equipment overhead,
rather than rolling them all into one or two single cost parameters.

• A polynomial-time algorithm for optimal or near-optimal pooling designs under experimental
pool construction constraints, i.e., an algorithm yielding designs that are minimally differ-
ent from t-designs. We also plan on designing optimized “templates”, for simplifying the
experimental construction of pool designs.
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Funding Breakout

Funding at or near the FY2000 level is requested for 3 years. The breakdown for the first year is
expected to be as follows:

$65K = 1/2 TSM or postdoc (Allon Percus)
$32K = 1/4 TSM (Madhav Marathe)
$32K = 1/4 TSM (David Torney)
$10K = part-time GRA and/or visitor funds

Key LANL staff participating in the project are expected to be:

Madhav V. Marathe (CIC–3)
Mark O. Mundt (CIC–12)
Allon G. Percus (CIC–3/T–CNLS)
David C. Torney (T–10)

External collaborations are planned with the National Center for Bioinformatics at the National Li-
brary of Medicine, NIH. Expected scientific visitors from this institution include Dr. Eva Czabarka,
who has collaborated with us on preliminary work.

Possible Specialist Reviewers

Internal reviewers:

• Norman Doggett, LS–3 and Joint Genome Institute
5–4007, doggett@lanl.gov

• Alan Perelson, T–10
7–6829, asp@lanl.gov

External reviewers:

• Richard Karp, Dept. of Computer Science, University of Washington
E-mail: karp@cs.washington.edu

• Ron Shamir, Dept. of Computer Science, Tel-Aviv University
E-mail: shamir@math.tau.ac.il
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